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Basics of LPARZ2RRD and STOR2RRD

Free performance monitoring tool for IBM Power Systems an
storages

It is an OpenSource distributed under GPL v3

Both tools have the same philosophy:
Get information you are looking for in-3 clicks!

You can find utilization of any attached device in a simple graphical
form understandable from technician to management level

Minimal effort for tools management
It can run on any Unix (Linux, AIX ...)
Both tools can run agent less
It is intended as a frorend tool
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Introduction of LPAR2RRD

www.lpar2rrd.com

Creates historical, future trends and nearly "real
time" CPU utilization graphs of LPAR's and shared
CPU usage of IBM Power servers.

Collects complete physical and logical configuratior
of all physical servers & LPAR's.

It Is agent less (getting all required data from
management stations like the HMC/SDMC/FSM an
IVM).

It supports all kinds of logical partitions:
AIX/ AS400/ Linux / VIOS
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Introduction of LPAR2RRD

It graphically presents:
CPU workload per partition
CPU per CPU Pool/physical server
Memory usage on physical server
It natively supports following IBM technologies
CPU sharing
Live Partition Mobility
Active Memory Sharing
Active Memory Expansion
Capacity on Demand
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IT Capacity Planning

What does it means?
Does that save money?
f so then how?

Have you already have an IT capacity
manager position and a tool at your
company?
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Capacity Planning

Why do we need capacity planning?
To predict future bottlenecks
To predict future HW purchase with proper sizing

How to start?

Need to have data
Where to get data?

Need to have performance monitoring in place
What to monitor?

CPU

Memory

Networking (LAN / SAN / WAN)
Storage
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Capacity Planning - CPU

www.lpar2rrd.com
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Virtualized means shared between virtual partitions

Lack of CPU power or bad virtualization design often cause
bottlenecks

CPUs are quite expensive

A lot of SW products has licensing per CPU

Companies should care about number of CPU to not have to bu
unnecessary SW licenses

Accurate capacity planning can directly save money spent for H\
and SW

Often happens that servers are fully CPU equipped and cann
be extended

Server upgrade and or LPAR migration can be long process

All above reasons indicate that CPU is most important from
capacity planning point of view
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Capacity Planning - Memory

Usually is not virtualized like CPU
There are exceptions like
IBM PowerVM Active Memory Sharing
VMware
Consumptionis not so dynamic as CPU

l.e. database memory consumption is fixed by cfg
Mem sizehas usually no effect on SW licensing

Easily extendable

Nowadays physical limits ofemory onservers are usually
high enough

Extend can be planned in days after a problem appears
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Capacity Planning - Networking

www.lpar2rrd.com

Bottleneck orthe LAN / SAN is very rare

usuallyonly backups are able regularly highly utilize LAN/SAN apart of
some configuration mistakes or cluster interconnect

Whena problemappears then it is usually caused by bad
Infrastructure design

Fix Is usually fast andlativelycheep
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From capacity planning view it is not magwea
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Capacity Planning- Storage

From capacity planning point of view
Storage capacity (size)
Storage throughputlOPs, Bytes/sec)
Storage capacity
Can be relatively simple retrieved and approximated to the future

When is no special requirement for throughput then new
capacity is relatively cheep

Disk upgrade is usually quick operation

Storage throughput
Storage throughput is often reason of bottlenecks
Storage 10 bottlenecks usually though to prove or predict
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CPU capacity planning
Next part of presentation will be focused on CPU
capacity planning on IBM Power Systems platform

However the product is able to monitor VMware on
Intel as well
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CPU virtualization on IBM Power Systems

www.lpar2rrd.com

The problem:

How to manage the CPU pools and sub pools on IBM
Power Systems

Document actual setup

Knowledge of free resources

Determine CPU usage trends

Report consumption of resources per LPAR
|dentify abnormal CPU usage

Manage Capacity

Compare CPU load on different server models for
migration purposes
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LPAR2RRD - highlights

Light weight solution

Real time and historical data
Easy to implement and manage
Cost effective (free)

(PARCRED . [T coviaion

LPARs aggregated: p710 : last day

aaaaaaaaaaaaaa

DDDDD

www.lpar2rrd.com

www.stor2rrd.com



How it works? [LPARRRD] @

monitoring server J https
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CPU trends

You can see, current trends in CPU consumption based on
historical datag from last month to 1 year

More examples omttp://Ipar2rrd.com/aix_iseries_trends.htm
Or ondemo.lpar2rrd.com

LPAR: pool : last year - trends
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Wow Dec Jan Feb  Mar Apr May Jun Jul Aug Sep
Average
H cConfigured CPU cores 1.0
[0 Mot assigned CPU cores 0.0
B Wilization in CPU cores 0.22 | 21.9 %)
O uWtilization in CPU cores - last 1 month trend
O wWilization in CPU cores - last 3 months trend
O Wilization in CPU cores - last year trend
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CPU Workload Estimator (CWE)

It makes you CPU estimation based on your
historical data

www.lpar2rrd.com

Useful for migration / consolidation

Estimation based on rPerf (AlIX) or CPW (10S) IBV
benchmark

Appropriate SMT level could be selected

oap ~ RRL
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CWE

www.lpar2rrd.com

Just select current physical servers or LPARS
considered for migration

Chose if you will consolidate on existing server or
plan for new one

And generate report, to see, if you fit in desired box

You can very easily create many different scenarios
to chose the right solution for you
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CWE —example 1

Consolidation on existing
server

In thIS example We try to Graph resolution| 150 | x| 700 Y-axis | rPerf v
flt LPAR frOm one eX|St|ng LPAR(s) for migration = HMC Info Target server: m New

CPU Workload Estimator

From 2015-08-19 to 2015-09-02

server to another existing e o oy [ e ————

+- ASRV11 Type
L. ASRV12 -- Power8
server 7 W] ASRV11 CPU pool 8408-ESE1  E8S0  PB/16 3.72
|:| ASRV11LPARLO [Pcasii]
+- BSRV21 5408-E8E1 E&50 P&f24 3.72

[] ASRV11LPAR11 [Tcasil]

. . + BSRV22 §408-E8E1 / .
Run CWE, in left section [] ASRVILLPARIZ [Acasi 1]
! [] ASRW11LPAR13 [Prasii] 8408-E8E2 EB50 PB/20 3.35
[] ASRV11LPAR14 [Tras1i] 8408-EBE2  ESS0 P8/30 3.35

select LPAR, target server ] ASRVI1LPARIS [Araea] @

[ asrv1lLPAR1E [Peas1l] 8408-EBE3 EB50 P&/24 3.02

|S eXIStI ng and SeIeCt [] ASRV11LPAR17 [Teas11] 8408-EBE3  ESS0 P8/36 3.02

) ) S ASRV11LPAR18 EAe_asLL]] 8408-EBE3  EBS0 P8/48  3.02
ASRV11LPAR19 [Pliasil i

destination pool Pl T A L de

[] ASRV11LPAR21 [Alias11] B9 [EAE chen

9119-MME  ES70 P8/16 4.02

ASRV11LPARZZ [PZiasil]
Then press Generate i e

[] ASRV11LPAR24 [A2ias11] 9119-MME  EB70 P8/24 4.02
Report buttOn [] ASRV11LPAR4 9119-MME  E870 P8/28 4.02
ASRV11LPARS [sseii] 9119-MME  EB70 P8/32 4.02
[ ASRV11LPARG [asell] 9119-MME  EB70 P8/64 4.02
[ ASRV11LPARY 5119-MME  E870 P&/40 4.19

[] ASRV11LPARS M

Generate Report
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CWE —example 1

As you can see, this LPAR
(blue part of graph) will fit
to current workload (red
part of graph) on this
particular server

www.lpar2rrd.com

+
-

CPU Workload Estimator

LPARs 1n rPerfs: 8:00:00 19.8.2015 : 8:00:00 2.9.2015

148 T

128

loo
=)
&
40
20
]
132 20 21 22 23 24 25 26
Server - POOL (already existing load on the target) in rPerfs awrg max SMT
W asSRV12 - Default pool 29 a7 4
Server - LPAR (will be migrated) SMT
W ASRV11 - ASRV11LPARS 27.0 29.0 4
CPU pool limits for: ASRV1Z / Default pool
W Max rPerfs 136
Server details number of cores GHz rPerf/core
ASRV1Z2 16 3.0 9.7
ASRV11 16 3.0 9.7
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CWE — example 2

Server replacement

In this example we try to
flt Workload from One Graph resclution| 120 | x| 700 | Y-axis | rPerf
eXI Stl n g p hySI Cal Se rver to LPAR(s) for migration | HMC Info Target server: | Existing m

CPU Workload Estimator

From 2015-08-19 to 2015-09-02

brand new physical server [zt o —— - Server | Pool———————— ew serer type :

|| + ASRV11 9119-MHE  E880 Psﬂm 4.00
i . ] AsRviz - - ASRV12 9119-MHE  EBS0 P8/44 4.00
Run CWE, |n |eﬁ: SeCtlon +-[] ASRV12 + BSRV21 JLIeHnE Ees0 Pees 00

. /
+-[] BSRV21 g TET 9119-MHE  Ess0 P8/96 4.00

Se|eCt Complete phyS|Ca| +-[] BSRV22 9119-MHE  E880 P8/144 4.00

server, target server is
new and select required @
model Tw o e e

8284-22A 5822 P8/12 3.89

G284-22A 5822 P8/16 4.15
Then press Generate
8286-424 5824 P&/6 3.89

Report button

8286-42A 5824 P8/12 3.89
8286-42A 5824 P8/16 4.15
8286-424 5824 Pg/24 352 T

8286-41A 5814 Pa&/8 3.72

Generate Report
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CWE — example 2

As you can see, this
physicakerver will fit to
this new server

Black linesn graph
represents different SMT
values

All LPARSs in this example
runs at SMT4 which is
represented by 2 line
from top

In this case we have
approximately 20rPerf of
spare capacity

www.lpar2rrd.com

www.stor2rrd.com

rPerf units

CPU Workload Estimator

LPARs 1n rPerfs:

9:00:00 19.8.2015 :

9:00:00 2.9.2015

LPAR (will be migrated)

B8286-414)
B8286-414)
B8286-414)

80

Server -
W ASRV11 - ASRV11LPARLO
O ASRV11 - ASRV1lLPARL1
[0 ASRV11 - ASRV1lLPARLZ
O ASRV11 - ASRV1lLPARLS
O ASRV11 - ASRV11LPARL4
@ ASRV11 - ASRV11LPARLS
[ ASRV11 - ASRV1lLPARLE
[ ASRVI1 - ASRVILLPARL7
W ASRVI1 - ASRVILLPARLE
O ASRVI1 - ASRVILLPARLD
W ASRVI1 - ASRVILLPARZ20
@ ASRVI1L - ASRV11LPARZL
W ASRV11 - ASRV11LPARZZ
W ASRV11 - ASRV11LPARZZ
O ASRV11 - ASRV1lLPARZ24
O ASRV11 - ASRV11LPAR4
W ASRV11 - ASRV11LPARS
[ ASRV11 - ASRV11LPARG
[ ASRV11 - ASRV11LPAR7
W ASRV11 - ASRV11LPARS
@ aSRV11 - ASRV11LPARS
W ASRV11 - ASRV1LNIM
@ ASRVIL - ASRV11VIOSL
[ ASRVI1 - ASRVILVIOS2
CPU 1imit for target server:
M IBM Power 5814 (model
M IBM Power 5814 (model
M IEM Power S814 (model
M IBM Power S814 (model

Server deta

ils

IBM Power 5814 (target)

ASRV11

8286-41A)

PAR RR

in rPerfs

number
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=
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CWE —example 3

Server replacement and
consolidation

In this example we try to
fit workload from all

LPAR(s) for migration HMC Info

CPU Workload Estimator

From 2015-08-1% to 2015-09-02

Graph resolution| 150 | x| 700 Y-axis | rPerf v

Target server: = Existing m

— Server | Pool

i — Mew server type

existing physical servers to —|Sewerum
one brand new physical
server

Run CWE, in left section
select all complete
physical servers, target
server is new and select
required model

Then press Generate

+-[7] ASRV11
+-[7] ASRV12
+-[¥] BSRV21
+-[¢] BSRV22

+ ASRV11 8286-41A  S814 P8/4  3.02 =+
- ASRV12 8286-41A  S814 P8/6  3.02
§286-41A  SB14 P8/8  3.72
§284-22A  S822 P8/6  3.89
§284-22A  SB22 P8/8  4.15
§284-22A  S822 P8/10 3.42
§284-22A  S822 P8/12 3.89

+ BSRV21
+ BSRV22

8284-22A 5822 P8/20 3.42
8286-42A 5824 P8/6 3.89

8286-42A 5824 P8/8 4.15
8286-42A 5824 P8f12 3.89
8286-42A 5824 P8/16 4.15
8286-42A 5824 P8f24 3.52

+- Power7+

+- Power7

+- Power6+

+- Powert

+- Power5+

+- Power5

Report button

Generate Report
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CWE —example 3

As you can see, this
workloadwill fit to this
new server

Black linesn graph
represents different SMT
values

All LPARSs in this example
runs at SMT4 which is
represented by 2 line
from top

In this case we have
approximately 65rPerf of
spare capacity
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